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Dear Commissioners  

Submission on Artificial Intelligence in Victoria’s Courts and Tribunals 

Thank you for your letter inviting Victoria Legal Aid (VLA) to participate in the VLRC  Review  on the 
use of artificial intelligence (AI) in Victoria’s courts and tribunals. 

As the largest public legal service in Victoria providing a range of services across the state, VLA is 
uniquely positioned to comment on the impact on the justice sector of rapid change in the digital 
environment and specifically AI. In 2023-2024, we provided more than 111,000 duty lawyer 
services at courts and tribunals across the state whilst also representing clients in a broad range 
of complex ongoing legal matters in criminal law, civil law, family law, family violence and child 
protection jurisdictions. We are committed to efficiently managing limited resources whilst 
maintaining quality service provision. We recognise the significant benefits of AI outlined in the 
consultation paper and AI’s successful alignment with the legal sector in administering justice 
with independence and accountability.  

As an organisation, we are in the early stages of AI scoping and planning, and appreciate the 
potential for it to support access to justice by reducing the use of our limited resources on 
administrative processes and tasks which rely on formulas and do not require nuanced 
assessment or independent decision-making. In developing our own AI policy, we express 
support for controlled exploration of AI. We are conscious that this should be done in a way which 
does not interfere with the role of legal practitioners and the judiciary. Any engagement with AI 
must be consistent with the preservation of relevant obligations of lawyers and the judiciary as 
paramount in upholding the rule of law and the rights and freedoms of individuals. 

Lack of impartiality and bias in current AI systems resulting from reliance on incorrect 
assumptions in machine learning presents a significant challenge for the justice sector when 
engaging in AI. Legal practitioners must develop a strong understanding of the capabilities and 
limitations of AI to reduce the risk of misuse or improper application.  Courts and tribunals must 
also develop strong awareness of these issues to support fair decision making. 

Consistent with human rights and a client-centred approach, we consider that targeted 
consultation on AI adoption is vital to foster trust and respect in the justice system. In particular, 






